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Perhaps - the | most ubiquitous contribution of
information-processing ﬁheory to the psychology. of remembering is the
notion of memory,retrieval.” In its broa@est sense)_xetrieval refers to
the;utilization of information previously_étqred in memory. However, .a
distin;tion can be drawn between cases:where,the information required
from memory . for a.particular_applicatioﬁ is stored "directly" 'and.wﬁere
it must be éenerated .indirectly by 'problem solving” or'rinference from
other stored information (Feigenbaum, 1970). The two types of.ietrieyal

correspond to a distinction between computer fact retrieval systems and

question. answering systems (Anderson and Bower, 1973). This chapter is

CGncerned with the -fact retrieval processes .of human memory.

During the past decade, cognitive psychologiéts haﬁe:expeﬁded
considerable energy attempting te specify precisely the nature of the
human fact retrieval systen. In part, this effort reflects a
meta-assumption stating that higher-order cognitive processes (e.g,;

reasoning, problem solving, language comprehension) may be understood in

The preparation of this chapter was supported by a grant from
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comments-on. an earlier draft of this chapter.




terms of elemental micro-processes and micro-structures; that is, that
cognitive abilities may be regarded 'as arbitrarily complex sequences
composed from a single set.of -simpler cognitive operations. Attentien
has been focused, therefore, on human faet retrieval since. logically it
constitutes a substrate_.for any cognitive ability requiring stored
information. |
The contents of this chapter are organized into three sections.

First, we consider a definition of human fact ret;ieval and its
implications. for eﬁperiméntal investigétions of memory. Then, we
.describe theorétiéal-consfructs~thét have been used to formulate models
.of fﬁét retrieval. Finally, we examine the possible roles of témporal

information in experimental procedures employed to investigate human

.fact retrieval. - Thg=term_temporal,infﬁrmation is used here,fo refer to:
'ﬁ) temporal_variables in.effect during thé.acquiéition of information”
thatl determine 1ts organization in. memory l(eag.; the grouping of
ﬁé—be—remembered items - in. .memory as. a function 7 of their
intefpresentation intervals) and 2) non~contextual familiarity
.differences:bétween queries to.the memory syétem that.influence how they
will be processed (e.g., the interval between two presentations of.the
.éame question as it influences the response. to the secondrpresentation)l
We are- concerned with temporal informatioﬁ in.memofy because several.
theoretical issues hinge on questions about the locus and degree of its.

influence in tasks. employed. to study fact retrieval.
o One of our goals in.this chapter is to consider .the strengths
and Weaknésses of the current: theoretical approach to memory that

-emphasizes.the micro-processes and micre-structures, This approach is




perhaps unique in its use of quantitative differences, as opposed to
qualitative orderings, to resolve theoretical issues. As a tresult, our.
discussion in. some places is more complex than in other chapters in-this-
volume., To offset this complexity, we will Emphaéize-connections,
between dssues and will ekamine representative theories and_daté,
instead of trying to catalogue.the' vast humber‘of investigations‘thét

have been reported within the past decade. .




Human Memory. as a Fact Retrieval System

As. a preliminary, we will introduce some. terminoclogy to help

clarify when we are talking about physical cbjects and events and when

we are talking about hypothetical memory structures and processes,

Objects, their states, and the actions involving them that are to be

‘remembered are encoded as (mapped into) concepts and relations and

1 .
stored as memory structures. A set of associated memory. structures

constitutes a data base. Questions are probes of memory and are encoded

into probe structures consisting of the same concepts and relations that

comprise memory structures. The terms concept, relation, memory
structure, data base, and probe. structure refer to hypothetical entities
and are  to be distinguished from terms referring to observable

experimental objects and events.

Remembering: fact retrieval vs. inference.

While fact retrieval is involved in performing tasks that also
require reasoning and problem solving, there seem to be tasks for which
"pure' fact retrieval is an adequate characterization of behavior. Such
tasks involve the search of a data base for a match to a probe.

structure, where the ability (or inability) to locate a match is-

1The question of how to represemt information in memory 1is an
important  concern not. only in psychology, but also in philosophy,
linguistics, and artificial intelligence (see, e.g., Bobrow & Collins,
1975). Rather than endorse a particular notation, we will employ the
neutral term structure except when a specific type of representation
seems convenient for heuristic purposes. As will become clear, however,
statements  about  processing often depend on  assumptions about
representation.




gsufficient to determine an appropriate response to the question at hand-
(see Figure 1).2 Consider the distinction between memory for persomal.
events versus general knowledge (see Tulving's, 1972, discussion of
episodic vs. semantic memory): fer instance, an individual's memory.
that he. was bittenr by a dog while walking home yesterday versus his
knowledge that. dogs. can bite. For the former, there- is, a strong
intuition .that the event. is represented in a specific. memory structure
and that the ability to answer.the question 'Did a dog bite vyou while
walking home yesterday?" hinges on locating that structure in memory.
If this intuitieon is.correct, then the process of answering the question.
would be an instanée of fact retrieval. On the other hand, the facts of
general knowledge seem to. be available by other means, specifically by
inference from several stored memory structures. that are related but may
have been acquired in differemt contexts. For example, while most.
individuals probably do not have & separate memory structure
representing '"Macaws lay eggs', they are able to determine the veracity
of this propesition by applying rulés of inference to several facts-
(e.g., "Mdcaws are 1like parrots","Parrots are  birds",and. dBirds"lay
eggs') that are stored aé separate mEmMOry. strugtures.3 This is not to

say that pure fact retrieval is never 'sufficient to answer. questions

_ "2This definition of- - fact- retriéval has been elaborated by
Anderson and Bower (1973).

3Manj theories about how people . verify facts of general
knowledge include. some. type of inferemce as a process of primary
importance. {e.g., Collins & Quillian, 1972; Smith, Shoben, & Rips,
1974) .




FACTS IN MEMORY

A>B . B>C
PROBE - PROCESSING B RESPONSE
— e % \ —
1) A>B FACT RETRIEVAL
. R
2) A>C FACT RETRIEVAL —= I.NFERENCE
3 A >X FACT RETRIEVAL .
r_“”“"“_', )
B _ | . . .
4 C>A FACT RETRIEVAL —=| INFERENCE
. FigureJ1.._'Schemat1c representatlon of situations where fact retrieval

processes are and are not sufficient for respondlng to a

probe.  The data base consists of two algebraic
inequalities.. In row 1 the probe matches one of the items
in the data base and fact retrieval is sufficient to
determine a positive response; likewise, in row 3 fact
retrieval can determine a negative respomnse., In rows 2 and
4 fact retrieval of the inequalities in the data base is

~involved, but the response depends on additional processing

(inference based on previously stored knowledge about

~algebraic rules). The dashed lines indicate that fact

retrieval and inference processes may relterate, rather than

'occur in a flxed sequence




about general knowledge, It is certainly possible that some individuals:
have a structure '"Macaws lay eggs' stored directly in memory as a result.
of seeing a macaw lay an egg or - simply  having been told that they do.

However, a. good deal of such knowledge probably involves synthesizing

informatien from ' several separate memory ‘structures, rather than fact.
retrieval ‘alone.

On 'the other hand, while  probes about personal- events often
elicit responsés based on pure fact retrieval, this need not. always be.
so. Consider, for example, a question about what youlate- for dinner
last Monday, Even if vou cannot retrieve from memory the fact "I had a
hamburger for dinner on Monday", you.still might be ablé.to answer. by
inference from other retrievable facts: for example, "I  watch feotball
on TV evéry Monday at the Oasis Beer Garden'', "Monday football is on at
dinner time", "The only - thing éth the - Oasis  that doesn't give me
heartburn is: their hamburgers'.  ~Thus, to 1isolate the 'fact-reﬁfieval
component of human memory, ‘it is not sufficient to limit- the
investigation. to. -memory for personal events. It ' is. necessary,-in
addition, to eliminate. or at .least minimize the "possible role.of-

‘iﬁference and to explicitly characterize that role where it exists.

_Considgratiqqg for studying fact retrieval -

Tﬁese ebservations about the role of inference in responding to
questions suggest _some-requirements.for tasks aesigned to. investigate
fact retrieval;processes. It seems tﬁaf suéh £asks should - conférm to
thrge‘critgria: |

1) The facts to-be-remembered are .defined and acquired in the




experimental situation so that responses to subsequent test.

probes  cannot. be - made- on. the .= basis of any

 extra—experimental knowledge.
_2}7The test -questiens are in. seme sense disomoyphiec to the
to~be~remembered facts, thereby increasing the likelihood-

that the probe structures are enceded .in the same format as

the .stored memery. structures; se. that a- process invelving

-the comparison of probe and memery structures . is a.

- sufficient ‘basis for responding.
-3) The probable mappings between the . tokberremgmhered events -
'_énd their corresponding memery structures can;beﬁspecified,
thereby constraining the::ange of different data.bases that
. might .be stored by subjécts.

Thése three criteria are met to varying degrees by many of the
tasks used by experimental psycholegists. to investigate memory. Such
tasks . most often involve presenting experimental subjects with novel.
listsiof_items:(words, pictures, letters, etc.) and. subsequently.testing
their - retention of these items. This procedure satisfies  the first.
criterion to the extent .that subjects's prior knowledge cannet  aid them
in answering the question, "Was. item 'x' part of the list you were
shown?".  With respect to .the second criterion, test questions vary.
Widely‘in-their'corréspondence to the original. to—be—remembgfed events.
On the one hand, a simple recognition probe, "ﬁ""(iﬁplicir-qgestion "Was .
'x' part of the list"), ma& be- ph&sically identical to the display im
which "x" was originally presented. On the other hand, the - test ‘probes

of free recall ("What items were part of the.list?") or context recall-




("What item followed ditem ‘'x' on the list") bear a decreasing
resemblance to the physical. events that occurred when the list was
ﬁresented. The.abiliﬁy éf_tasks to-éatisﬁy the third.criteribn ié mosf
difficult to evaluate, Simpiy. presenting a .list of items to bé
remembered does not iﬁsure fhat facts of the form 'item x is part-of -
LIST A" are represenfed in mémory; consequently, réspoﬁses to a:testf
prebe "x'" ("Was item 'x' part- of-LIST A"T”may involve moré”.than simﬁle
fact fetrieval. Instéad, responses could be .bésedlbn iﬁference from
other stored facts: for example, "Iteﬁ. y is pért of LIST A", "Item x
followed. item y";'aﬁd thus, by inference, item x was probably also péft
of LIST A, Further, rather than infer the fesponse to a. .question, the
qﬁestion could conceivably be transfdrméd and  answered by fact retrieval
involving memory and brobe structures- different from those assumed By
ﬁherinyestigator; for instance, in the previous example, the ﬁrqbe:"xf‘
could be translated .by the subject to mean "Did item 'x' folléw another
item on- LIST A", thereby allowing a response by.matching the stored
structure ”Ifém;'x followed item y"J‘IIn practice, it iér difficulf‘to
appraise _different laberatory procédures with respect  to '6ur7thrge:
criteria.l It seems clear, nonetﬁeless, that tasks shéwiqg the most a
priori promise for.investigating fact retrieval -are those. tﬁat involve

recognition memery for novel information..

Control processes. of retrieval: intuitions and assumptions .
An idea of central importance in this chapter is that. the human.
fact. retrieval system—— the processes that encode probe structures,

search memory structures, and ascertain matches—— is organized such that




available informatien can be used.to control its Qperations; Thus, fact
fEtrieyal is a context-sensitive group of procééses tha£ may funétion
ﬁith measurable differences in efficiency from one momént to the next ér
from one situation to the next.. Later_ﬁe will describe some examples of
contreol processes.in retrieval; at this point,.we want to consider . some.
intuitions aﬁbut'éentrol'ﬁrocesées. |

| It seems almost ﬁrivial:to obsefve thét memery searéh (initiated
in response to a question) mﬁst be organi;edgor.directed-in, some Way-.4
when we congider search in its commensense meaning, we usually think of
a sequential - examination of 10cations§ fof example, rummaging through
d?awgrs one.at a time. Tﬁe tractability of such.a~search.dgpends oﬁ the:
number of,locations.‘ Given the innumérable facts known by the_averége
?erson, sequenﬁial examination of the entire contenté of mempry seems to
bé an unlikely mechanism, especiaily when one:cénsiders the rapidity
ﬁith which people can respond to mest questiens. Such a search is:
particularly difficult to reéonciie with the fact .that we often know
immediately that we cannot answex a-question. If sequential search
occurs in human memory, then the set of memory structurés examined must
Be_constrained=in-_some,manner 50. as fo,limit .the;search, There 1is-a
;émétation to cite iIntrospective evidence with regard -to Ithis
hypothesis: Tt. is true that deliberate 'attempts to remember are-
sometimes accompanied by . the conscious.impression of seqﬁential-search;
the facts examined seem not to be.random, but related instead. to one

another and to the question at hand. For example, in trying to recall a

'éSee Landauer (1975}, for a critique of .this intuition.

10




phone number, we may retrieve and reject several numbers as well as
_ information abogt people and places associated With fhgmq We are less
1ikely to think about the previOus.daﬁﬂs footBall scoreé or _about the
fact that ™a canary is a bird". | Thus it appgérs that the probe
initiates a search through a set of stored structures that are related
in some way to the probelor to each otherf_This ‘set might be either
preselected-before memory searcﬁ or dgtermined.during the sgarch Wi;h
éome aspect of each retrieved memo:y”structure affect%ng the search
processes inyolved in locating the next structure. The. problem.wifh
tﬁis type of dIntrospective data is that it may reflect.processes
subsequent to fact retrieval. Conscious awareness of memory search
generally oceurs when Wg.h;ve_ difficulty iﬁ- answering a question,
indicating perhaps that #he.search for & directly storad answer has
failed. Subsgquent introspectiqné migﬁt.then bg;viewed as an aspeet of
higher—order,.inference processes_‘attempting to derive an “anéwerc At
present,; there .are only_a few investigations {e.g., Anders, 1971) of the
relatiqnship beéwegn subjects’ introspections and hypothesized memory
search proqesses; .cpnsequently. it is difficult to evaluate- the
ﬁsefglness of introspeati@ﬁs as an independent:source cf evidence:

| Assumptioﬁs- about che control of refrieval processes are
implinit...in most experimenial - investigations .of MemMoOry . The .
experimenteribeligves,that:the variables he‘manipulates.qre_ the primary
determiners of“performance and that idiosyncratic differences Vin fhe
subjects’ frior experience can be ignored. When a subject 1éarns a list
of words and is later tested for retention, performance depends

primarily on the -acquisition and retrieval contexts— not-on . events of

T1




fhe previous day, Week, or year, Thus ‘thEQrEtical‘\explanatioﬁs of
éerformance-begin.by.éssuming-thétjthe subject ‘has tﬁé abiiity to focus
his‘mempry sysfém .on-the étructures stéred»during thé experiment; and
fhat retrieval'operations.involve only these:stfuctures,

While experimenters often  have beeﬁn Wiiiing to dignore
idiosyncratic'differences:among their subjects,. much 'consideratioﬁ hés
Eeén,given to differences in.normative variables that characterize tﬁe
foébé;remembefed materiéis. | The effects ”of, word. frequenc&,
Eoncreteness, and - imagery value on memory are well doéuﬁgnted in the
iiterafure (see, e,g;, Hall, 1971, ch, 3.& 4;.Murdock, 1974, ch; 3&5).
However, theoretical‘issues involving the effects of. ﬁaterial;variables
are. difficult té fesolve; largely  because these. variablés are
éstablisﬁedh from gfoup- norms (i.e.,'.ﬁheir values¥ are determine&
éfatisﬁically for a: populationzdf sﬁﬁjects). For éﬁamﬁlé, é high
frequency associaﬁe'ef_ a word has ﬁhata property. for a . preportion :bf a
ﬁépulation, whereas a. word repeated  three times in a lisﬁ has thét;
property for everycmne who~learns; the list.. Fufthérﬁéré; distinctions_
betweeﬁ groups of items based on differences in-normativé .variables may
be confounded. with physical differénces,.fhaf;exist.betwgen, thé grogpé
{see Landauer & Streeter, 1973). Attempts te study _féct retrieval
ﬁroeesses'by;manipulating material variables ﬁhus may;have.limited vaiue'
because ﬁhese,factqrs can;introduce unpredictable differences in the-

data.bages stored by different subjects. Such egpérimentsn can produce.

SThis is not to say that subjects don't think about other things
during experimental sessions, but rather that such thoughts have neo
systematic effect on how they perform.
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misleading results when the usual practice of averaging subjects’ data

is followed.

The ‘fact retrieval framework and the study of fergetting

Uitil recently, psychqlogical research on memory focused;on-
factors influencing relatively grossraspects'qf-learning and forgetting
lists of items; the central gquestion was, what causes memory. to .fail?
Unfortunately, this orientation and the related experimental metheds do
not address. themselveé- to. theoretical issues regarding the
micro-properties eof memory processing that are a focus of the fact

retrieval - approeach. Thg study(of interference phepomena exemplifies

some of the difficulties invelved in applying the earlier research on
verbal learning to the task of fleshing out details of an.information
processing description of. human memory. (see Murdock, 1974, Ch. 4).
Interference, research . has specified - circumstances under which the -
prqcessiﬂg.ofzcertain facts can result in the forgetting of other facts.
However, the information processing mechanisms underlying performance -
are mnet. readily discermed:in the relationships between independent.
variables and.the number of forgotten.items; this measure of retention.
does . not- characterize memory processes per se, but rather, the
processes' end result. Therefore, the answers provided by such data are’
not at the same - level of analysis as the - questions pesed. within the
information processing framework. By analegy, studying patternms- of.;he
changing values of stocks (while perhaps enabling one to make  a profit
in securities) does not provide a sufficent basis.for understanding how

the economy operates,

13




There is a further problem i1m applying certain types of
forgetting data. to the study of fact retrieval processes. If 'may be
possible to infer in an instance of forgetting that a particuldr memory:
.process.failed, without being clear about .which other proéesses were
éxecuted successfully. In situations where peoplé are motivated to
femember but cannot always do so (e.g., in a laboratory memory task), it
is almost certain that they attempf to apply constructive inferential
processes in addition to fact retrieval, and that these proéesses vary
.from éffort to effort, Thus perxrformance reflects an unknown mixture of
processes, making it difficult to specify the precise nature of the

individual processes involved.

Reaction-time measures of memory performance.

Since data from contexts where wmemory fails has limited value
for specifying fact retrieval processes, investigation has come to rely
primarily on techniques for studying contexts where memory succeeds.
The data are most often reaction times (RT) of responses to test probes
of some highly available data baseaﬁ' An dimplicit assumption 1is that
under circumstances that inmsure successful retrieval and encourage a
speeded response, RT is a measure of the duration of the minimal

processing required to respond‘cerrectly.7 This approach, which has béen

6High1y' available in the sénse that either error-free retention
of the Ilearned information can be demonstrated when there is no-time
constraint .or -that wvery few errors occur when there is an emphasis on
fast responding.

7To the extent that some errors occur in almost any . task, the
analysis of RT data . is subject to considerations sabout speed-accuracy
trade~offs (Pachella, 1974).
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carefully articulated by Sternberg (1966, 196%9a, 1969b, 1974), often

assumes that RT ¥eflects a sum of. component times associated with

underlying processing stages. By applying the additive. ?actors method
to the design and analysis of such = tasks, stages.can be statistically
isolated. and subsequently identified (within the infqrmation processing
framework) with hypothesized operations like encoding, decision making,
and memory search. In brief, this technique invelves examining the
pattern of interactions of several factors en RT. Factors.that. do not.
interact (i.e., whose effects on RT are' additive) are assumed to
selectively influence different processing stages. The effects of these
factors on RT permits one to estimate the duration.of _the different
stages and -thus the hypothesized operations.

In Sternberg's original studies, one task required the subject
to decide as quickly as possible whether or not.a test probe. (a single.
digit) was a member of a previcusly presented set of digits, Thi§ task’

and variants ef it will be referred to as the RT recognition memory

paradigm. Features of this task and hypothesized retrieval processes
are 1llustrated’ in.Figure 2. The subject is presented with a set
containing some - number of items. (usually called the_ memory §g£).
Prééumably, the subject stores-a data baée associating a LIST EEQE? a

'HASéASéPARTS'(H:A4P)‘félation node; and nodes representing each memory

set item; the .ldbels on the associations (links between nodes) indicate
which nodes are subjects and objects of the relation.  This'
representation is. adapted from network  theories of memory {e.g.,
Anderson & Bower, 1973; Rumelhart, Lindsay, & Norman, 1972) "and is .

intended . only to. be sufficient: for our examples. Relations such as

15




PHYSICALT [ ———————- T————=

EVENTS = | i !
ITEMS PRESENTED <~ TEST PROBE == RESPONSE
e POSITIVE
8,0, €., & P :
[ 1r72rTs d ] <: e, NEGATIVE
!: RT
COGNITIVE
EVENTS
~ STORE ENCODE PROBE SEARCH EXECUTE
- ‘DATA BASE - STRUCTURE DATA BASE | RESPONSE
{1
DETERMINE
MATCH

Figure 2, Physical events and their corresponding hypothetical
.. - -cognitive events in a RT item-recognition memory task (see

‘text for explanation). The stages
base and determining the outcome
gseparated because these operations
-+ some models and may occur in varying
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HAS—ASLPARTS' are assumed to be primitives in these theories. Other.
representations (e.g., predicate caleculus, feature or property.ligts)
could aiso encode the same.information, but a network representatioﬁ is
easily diagrammed.

After studying the memory set, the subject is presented with a
test probe, which requires a positive response. if it is identical to one.
Ef' thé memory“sét- itemé and a negative response otherwise; RT is
@easured frgm“thélonset of ghe test probe. In Figure 2 , the test item
is encoded as a probe structure to be compared with the data base. This
comparisen invelves searching the data base and determining if there is
a mateh: For example, given the memory.set "8 2 5 7", the subject
makes a positive response to the probe digit "5" or a negative response
fo "6" by pressing an. appropriate sWitch.fhat stops é'timer, started at
the probe's onset, The. important results of Sternberg's éxperimentsﬁare
that 1) RT increases linea#ly-wi;h- memory set size and 2) thé slopé of
the function dis independent. of - the effects. of  several experimental
manipulations that are assumed to influénce.only encoding and decision
Stages., Sternberg interpreted the. effects of memory set size in termé
of its Influence om a- stage invelving sequential memory. search (see
Figure-3). The slope of the RT vs. set.size function is the duration of
a. comparison between the:probe and  an item in: thé memory set. and the

intercept is the duration of all processes other than memory search..

Extensions of Sternberg's paradigm for studying fact retrieval

Many . investigators have adopted Sternberg's (196%a, 1969b)

assumption that factors affecting the slope of the RT vs., set size

A7




| SLOPE = TIME FOR'
. A SINGLE
& COMPARISON
Z .
=
w
>
| INTERCEPT = ENCODING +RESPONSE TIMES
| _ | | |
0 | 2 3 4

MEMORY SET SIZE

.~ Figure 3. Relationship between RT and memory. set size in a RT
SR item-recognition memory task. . ' e
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function (i.e., factors that interact with the set-size factor)
influenée only memory Séarch.s Two e#tensions of the RT recognition
memory paradigm seem to provide wuseful data for considering more,
detailed hypotheses about retrieval processes, The first inﬁolves
imposing an organizational scheme . on the items in the memory set. An
_ example is presenting a set of . digits divided into two subsets, one:
containing only odd.digits and the other only even digits; the test
probe is- then a singlé digit, the décision being whether or not the
probe was in eithéf subsétg .Wé'fefer te the subset having the same.
category value.as "the test -probe as the‘relevant.éubset and theiother
subsets .as irrelevant. If the test probe ﬁere the;odd.digit, "5";'then,
the subset of odd digits would“be tﬁe relevant~sﬁbset‘and the sﬁbset,of
even digits would be the irrelevant subset. Using organized.memory
sets, ?ypptheses about search processes 'can.benevaluate&k by.éxaminiﬁg
the functions relating RT to the siﬁe of the total memoryrset and -to thé
sizes ' of. the relevant and 1irrelevant subsets,. In particular, this
proéedure provides a basis for &etermining what.infbrmation can be used
Ey.the subject- to-preseiect a set of memory structures for comparison.
with a probe structure.

A second extension  of  the RT recognition memory. ﬁéradigm_

involves defining some transiation function and instructing the subject:

that his response is to be based on whether or not a test probe. can he

mapped into the wmemory set {or vice-versa) by the functien. TFor

8, . cps s , .

Almost all this research suffers the criticism that it assumes.
the independence of encoding, search, and decision stages rather that-
ascertaining it experimentally for each modification of the  task..
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instance, if memory set consists of éeveral_ digits, then a test probe
might be the display "2+7=5", meaning ""Is the sum of 2 and . .any digit-in
‘the memory set-equal to 57", = There are two.obvious ways in Whicﬁ-this--
éuestion-could be answered: 1) by solving the equation and forming.a
probe, structure "LIST H-A-P 3" that is then compared against-the
étructu;es in the data,base; or 2) .by forming a probe, structure "LIST
ﬁ~A4P 5" and. then translating each memory set item by adding 2 before
coﬁparing. it .with the probe-gtructure. These. alternative processes
predict RT: vs. set—-size functions thatrdiffer_ from those obtained in
fasks.where ne translation is required{ In the first case, there is
additional progessing _to‘solve the equafion before forming the.probe
éfﬁucture. Since this process precedes memery search,:the. intexcept of
the RT vs. set—size function should increase, but the slope should be
nqt,be-affeéted. In the second case,; additiemal processing occurs for
each memory structure that is compared to the.probe structﬁré; thus tﬁe;
élope should be greater than in tasks where.ne translation is necéssary.
_ﬁifferent" franslation95 requiring different typeé of additiénél-
pcheésing, provide an‘opportunity. to study. the efficient. cantrol.of
fact.retriéval'processes (éfficient in terms .of minimizing response time.
for a.test proebe). |

The next section describes hypoethesized fact retrieval processes.
~and- their relationship to data from various types.of. RT recognition

memory tasks.
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" Mechanisms of Fact Retrieval

Non-directed and directed search processes
The = memory seaIch stage-in fact: retrieval models generally
involves two classes of processes' non—dlrected and  directed search

(Oldfleld 1966 Shlffrin & Atklnson, 1969) Non—directed.search refers

to. the comparlson of a prebe structure Wlth each memory structure in a
predeflned set of memcfy structures;lthe a prlorl probablllty of a. match

is assumed to be the same for esch of the memory structures, Dlrected'
search locates a sec of memcry structures uslng lnforﬁation thac is

evailable befcse and dcringlthe'search stege; the structures iﬁ the.set

afe,equally Vlikely candldaces.as .aamatch to .Ehe pfobe structufe, ;11

.cther .strucfures' haviné been .ellminete& as possible matches.

tdbvlouslv, the.notionrof a.&lrected.search process does not corresﬁond

to comﬁensenserceanings.of "sesrch".j - -

| In tasks where mlnlmal time constralnts are placed on fespondlng-
(like free.recall), retfleval may 1nvolve dirregular reiteration between
.directed | aﬁd' noc—directed: search processes. (Shiffric; 1é7oj;

consequently, the extent of prOce551ng is net. easy to spec1fy, maklng it

.dlfflcult in turn to‘use these data to make 1nferences about. the precise
nature-cf the searchrprocesses;: On the other hand, in RT recogﬁition
.memory”tasks, time.constrainfs and a highly evaileble aata base ﬁake
multiple retrieval attempcs. unl1ke1y, .tﬁcs, RT data can be. csec'to

specify a minime1‘ sequenee of non;dlrected and -dlfected seerch

processes,
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In a non-directed  search process a.negative outcome involves
determining a mismatch between the probe structure and each member. of a
set: of memory  structures. Two. classes of non-directed seaxch, .
self-terminating and- exhaustiﬁé, are defined, écéording te whether
Eomparisons between the probe,structure and.memory.;tfucturés stop or
éontinue when.a méfch witﬁ.fhe probe,occuré. Under the assumption that
fhe.expected.duration of each c0mparison;is the same, seif—téfﬁinétiﬁg
.énd exhaustiﬁe searches are distiﬁguished‘.by differing réiétionshibs
 between.the RT vs. set-size functions for positiveﬂénd neééti%e.pgobés.
In a self-terminating search, ﬁhe slopefof the RT vs, séf-éiZe funcfion
.for positive respomses is less . than that for-.ﬁegatives, siﬁce,:dﬁ:thé
.éverage- fewer comparisons L are required to'.determine a. match . than}é
ﬁismatch. On,the other hand, these slqpesrare‘expécted to be eqﬁél wﬁen
éearch'is exhaustive; since the number of COmparisons.is the.same as tﬁel
.ﬁemory set size for both positive and negative probes tsee Figure 4).'.

Using the relation between positive én&. negatiﬁe ”slopes fod
distinguish- between | self-terminating éna exhéusfive. processes. is-
#ppropriate only when the.time to determine a match and.a misﬁatch is
ﬁheisame; if prﬁcessing times vary between matches and wmismatches, then
almest any relation between.positive and ﬁegative slopes 1s possible,
Processing times can vary when concepts and relations are represented
éOmponentially (e.g., as lists of features or attributes) rather than.as
elemental entities. A comparison_ process - then ﬁight involve ﬁhe
evaluation of differing numbers of components in éfder. to determine
matches and mismatches (e.g., finding.one iﬁcongruent component might:be

sufficient to mismatch two concepts, whereas all components - might have

22




EXHAUSTIVE  SELF-TERMINATING
SEARCH _ | SEARCH

NEGATIVE NEGATIVE

MEAN RT
MEAN RT

POSITIVE

POSITIVE

'MEMORY SET SIZE

Figure 4. Expected relationships between positive and negative slopes
given exhaustive and self-terminating search processes. The
slopes are equal for exhaustive search; for self-terminating
search, the slope of the function for negative test probes
is twice that for positive probes.
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to be congruent to determine a match). In certain types of visual
matching tasks, subjects are required to respond "sgme“ or "different”
to two test patterns, When test patterns are .manipulated with regard'to
component features, RT for mismatches wvaries directly with the
similarity of the patterns (Nickerson, 1967). Comparable results have:
been found in RT recognition memory. tasks that vary the. similarity of:
negative test items to items in the mem@ry set (Atkinson & Juola, 1973,
Exp. 4; Chase & Calfee, 1969; Checkosky, 1971). Nevertheless, for
reasons of simplicity and tractability, search-models have generally
agssumed that comparison time is the same for matches and mismatches.

Another exception te the- use of poesitive-negative slope
differences to distinguish exhaustive and self-terminating processes is
demonstrated in a model proposed by Theies (1973). In this model, the
data base has special structural properties and. ceontains the sets of
both positive and possible negative probes. The apprepriate response for
each item is stored with it in the data base. These features, coupled
with self-terminating processing, generate. predictions for equal
positive and negative slopes in Sternberg's (1966) RT item-recognitien
memory task.

The notien of an  exhaustive  comparison process. seems
counterintuitive when the test invelves. a pesitive probe. Why .'sheuld
‘the entire memery set be: examined when it- would appear that the .most.
efficient strategy is to respond. as soon-as a mateh occgurs? The - answer
is .that under certain conditions an.exhaustive search. can take less time
than a self-terminating search. Let wus consider. Sterpberg's (1969b)

analysis. He propeoses that comparing a probe K structure with a memory.
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structure and determining the outcome of that comparison are two
distinct operations (see.Figure 5}. In this scheme, one could compare
and immediately determine the outcome of the comparison operatioen before.
moving to.the next memory structure; alternatively, one could first make
all of the comparisons and only then determine whether one of them
resulted in a match. To respond correctly in the RT item-recognition
memory task, it is sufficient to determine that a match occurred
somewhere during search without nofing which particular memory structure
- matched the probe, structure. When the determination proceégufakes
ionger-than-theIEOmparison process, it is more.efficent to perform all
the comparisons before determining whether a match occurred, rather than
to switch back and forth between the two operations. This proposal
implies that there is some control process ofer the seqﬁencing of search
~operatiens that creates - efficient strategies. In addition, it implies
that self-termination represents a form of retrieval control rather than

an elementary mechanism of memory search.

‘Serial vs. parallel processing

Our discussion thus. far maj_ seem to. imply that non-directed
éearch (whgther self—terminating or . exhaustive) involves_sequential
comparison operations, =as proposed by Sternberg (1969b). However,
models preposing that comparison operations cecur in parallel over the
set of memory structures aiso predict increasing (and under certain
assumptions linear) RT vs. set-size functions, thereby entailing a
distinction orthogonal to that of self-terminating vs. exhaustive

comparisons. In a parailel search, matching operations between a probe
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DATA BASE

) \Sgiwai'

SCANNER
OPERATE
%At N\ SCANNER -
_ . RESULT
PROBE CENTRAL ‘
R s~ COMPARATOR At TO NEXT STAGE
STRUCTURE /| PROCESSOR OF PROCESSING
*A‘ ZEXAMINE

REGISTER
MATCH

REGISTER

Figure 5. A system in which exhaustive search could be more efficient
" than self-terminating search. Some loci of possible time
delays are represented by A t. The central processor is
limited at any moment to either operating the scanner or
examining the match register to determine the outcome from
the comparator. {The comparator matches the probe structure
against memory structures found by the scanner.) Exhaustive
search is more efficient when the time required to shift
between the scanner and match register is large relative to
the time required to secan memory structures din the data
base. (Modified after Sternberg, 1969b.)
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structure and several memotry structures are. simultaneous. Péfallel
.processes'are'élien.to_the COommMonsensea notion of search,' but:constifute
alternafive explanatory. mechanisms for é- range of data} There are:
physical analogies to. a parallel search process;. for example; a.
resonating tuning fork will . cause a- tuning fork of similar piteh to
resonate, allowing a determination of whether or net a-set of tuning
forks contains one of that pitch.

Thedretical analyses have . suggested that particular serial and:
parallel -processes may not be formally distinguishable.on the basis of.
RT-data (Atkinson, Holmgren, & Juola, 1969; Shevell & - Atkimson, 1974;
Tovmsend, 1971, 1974). For example, while Sternberg (1966) demonstrated -
that uniimited capacity parallel-search models Thave. properties
inconsistent with his data (specifically, with properties of observed RT
means and variances) there are limited capacity parallel processes
formally. equivalént. teo his propesed serial . exhaustive search model
(Murdock, 1971;_ShEVell'& Atkinson, . 1974; Townsend, 1974)09 . 'The problem
of identifiability does.. not mean, however, that.either a serial or
parallél processing model might not be preferable to the other, based on.
other considerations such as parsimony or possibly physiclegical data.
The ‘real diffiéulty lies in gaining consensus about: considerationsg. that

go-beyond,behavioral-measures like RT. For instance, Sternberg (1974)

9A limited capacity parallel process postulates a finite amount

of processing "énergy' that 1is distributed among comparisons. such that-
the greater - their number, the less energy each one gets and thus the.
slower its rate. In an unlimited capacity parallel process, the rate.of.
a comparison is. independent .of the aumber of other eongoing comparisens,

For.further details see Townsend (1974).
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;ejected- alternative parallel search models for his results largely
because he found the limited capacity processing assumption to be vague.
aﬁd arbitrary; yet, limited capacity processing is:a_coqsfruct- that.has
Been widely accepted in information processing anal?ées.of 6thér tasks

(see Darley, 1974; Kahneman,. 1973; Townsend, 1974),

Implications of serial position data for search prosesses

Additional evidence for distinguishing between self-terminating
and exhaustive search processes are RT vs. serial position functions for
positive test probes, Serial position refers to the ordinal position in
a memory set of the item matching the probe item; for example. if a
memory set contains the digits "5 3 8 9" presanted in that order and-
"3" appears . as the probe digit, then its serial position is twe. An
exhaustive process implies that RT does mnoet depend on the serial
position of an ditem within a- memory set. Self-terminating serial
searches imply serial position effects if positions axe examined ~in.a
fixed order; similarly, position effects are. expected from a
self-terminating parallel process when the distribution of processing
capacity across positions is unequal, but fixed from test probe eto test
probe. (Townsend, 1974). Stermberg (1969b) found no effects  of serial
position in his RT item~recognition memory experiments, further
supporting . the contention that the memory search was serial and
- exhaustive.

A serial, self-terminating search seems to be  the most
parsimonious model for a given set of data when the following cenditions

hold: 1) the RT 'vs set-size functions for both positive and negatives
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responses are linear, with the positive function having half the slope
of the negative function; 2) RT increases linearly over.serial pesitions
for-a fixed set size, with a slope equal to the slope of the RT vs.
set-size function for negatives vresponses; and 3} the same serial
positions for different memory set sizes have identical mean RT.  There
are few, 1if any, experimental results consistent with all. three
conditions; the third comndition is rayely observed, even when the first
two are. obtained. Sternberg (1969b) in evaluating the -efficiency of
exhaustive searches (see preceding discussion and Figure 5 ) presented
data ~ from . a RT  context-recall task and also from a RT
context~recognition memory task. In the RT = context-recall task,
subjects were presented with a memory set consisting of digits and then
with a single test digit.to which they responded by calling the name of
‘the digit.that immediated followed it in - the memory set, Subjects in
the RT context-recognition task were presented with similar memory sets
and ‘were tested with a- pair of digits; they were. required to make a
binary response regarding whether the test.digits were in the same or
reverse- order with respect. to their order.in the memory set. 1In
contrast to item~recognition tasks (where it is sufficent to determine
that a match has occurred without knowing which item matched), respomnses.
-in context-recall.and context-recognition tasks reguire a determination
of whether a match has occurred after the completion of each comparison.
The- results of both the context-recall and context-recognition tasks
indicate that search processes in these situations differ from those in
item recognitien: The RT vs. set-size slopes are greater than in the

item recognition task, and RT increases with serial position in both
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tasks. This led Sternberg to propose that the memory search was serial

and self—terminating,- However, in the  context-recognition task, the RT"
data for the same serial positions in different.size memory sets clearly

did not ceincide (e.g., less time was needed to.respond "same order" for

test digits in poesitions-twe and.three in a fouredigit-mgmory. set: .than

for digits in the same positioens in a six~digit memery set). Therefore,

Sternbergfs-characterizatiqn of the search process in this task is not

completely supported by the data.

Subsequent : research has found serial position effects in RT
1tem-recognition memory tasks that  are difficult teo reconcile with a-
serial‘search process (Burrows & Okada, 1971; Cliften: and Birenbaum,
1970; Qkada & Burrows, 1973;  Raeburn, 1974). These serial positien
functions are non-linear . and show - a.marked recency effect; that. is, RT
is more or less constant over serial pesitions except:fer the K last few
-positions where it decreases. This result is most often obtained when
the interval betweéni the presentation of the. last memory set item and.
the onset,of the test probe is:shert (usyally less than one second). It
.remains to be ¢etermined whether this critical duratien reflects an.
-actual difference. in the processes used to respond to a probe, or a
difference in the state of the memory  structures -due to uncontrelled
rehearsals of the memory set at longer intervals. Rehearsal could lead
to. implicit, random  re-ordering of the memory. set before each test,
eliminating any relation between RT and. experimenter definedrserial

position. .

30




Content-addressable storage.

| As was poted earlier, it is iImplicitly. assumed in. most
laboratory studies of memory that retrieval is restricted to appropriate.
information; that is, that search is directed to data bases relevant to.
the task. Ideas about this aspect of directed-search tend te be fairly
general and. not - compeiled by  particular empirical results. One
conjecture - is that wmemory-is organized along temporal, perceptual,
and/or semantic dimensions; a given data base is stored in memory at a
location specified by the values en these dimensions of the information
represented-in the data base. At retrieval, the analysis of available
information (from either the dimmediate context or a. previous retrieval
operation) suggests the intersection of dimensions' at which to enter
‘memory.  (Atkinsen, Herrmann, & Wéscourt, '1974; Atkinson & Wescourt,
1975) This process constitutes a type of content—addressable memory-- a
term borrowed from computer scieénce-— reflecting that the storage and
Tetrieval of information depends on.  the nature of that information.
Most filing systems utilize content-addressable storage; files are- coded
according to dates, names, and topics and a query for filed information
.generally contains data. that  suggest the file or files where the
iﬁformation is located. While this analeogy with a filing system is teo.
simple to be applied to human Memory, some type of
content—addressability is either explicit or implicit in mést theories
of humsn memory. | |

A limiting case of coentent-addressable memory is direct-access
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retrieval, where non-directed search is completely bypassed.10
Information provided by the test probe and/or the retrieval context is
sufficient to ~ locate an appropriate memory structure which (when
compared to the probe structure) provides the basis for a response. By
ranalogy, it is as if one had to determine whether a particular document
existed in a file system and knew from the description of the document
-(the prebe) and the organization of the file system that, if the
:document - were present, 1t would have to be located in a particular
‘folder. and that no other documents would be in  that folder.
Tirect-access retrieval in human memory has been inferred when responses
to.a test probe are unaffected by the nature or extent of information
that the ‘'subject was asked to remember (McCormack, 1972). One would
expect - that the amount of information should influence_nqn—directed
‘search processes; - thus, if the subject's responses are independent .of
the -amount. of -informatiomn, we have evidence favoring a direct access

11 . . s .
process. - For dinstance, direct-access retrieval has been postulated in.

0 s cqs
. However, direct.access does not imply content addressability.
Modern digital computers have direct-access core memories that are
location-addressable.

.11It must be stressed again that this type of theoretical

inference is based on considerations of parsimony rathér. than logical
necessity. If comparison times for memory structures varied with their
extent and organization, as it wmight under. the assumption that concepts
and. relations are. stored componentially (Bower, 1967; Norman &
Rumelhart, 1970), then almost any effects of amount and. organization of
to~be~remembered information <¢ould be consistent. with either direct
access or with non-directed search processes. For example, if the number
of components per concept decreased with the number. of structures
stored, then comparison time per structure could decrease.as number of
structures . increased; this trade-off might eliminate any effect of.
memory ‘set size on RT.

32




models for accuracy recognition memory tasks where there are mno effects
of memory set size and organization on performance (Kintsch, 1970,

McCormack, 1972; cf. Jacoby, 1972);i2?

Search within an organized data base

Hypothesized_gpntentféddreésable “fétfievgl_procesges depend on
the enduring;]én&';érﬁapsv intrinsie, organization'oﬁiméﬁoiy stores. A
second category of directed search processes are théée that‘nﬁti;ize the
i&iésyncratic orgagization of a data base to 'réétrict the number of
memﬁry structures;that need to be.examined in respénse to. a probe. 'Like
;cgﬁteﬁﬁfaddrggggﬁ;ei #etrieval‘ mechanisms,_.the ”operatiop; oﬁ{.thgsgx
processes'depéﬁd on the avaiiability of information ébout the iﬁternai
organization of the data base and the relationship of a probe te this
orgénizatian,. Va#iénﬁsqu-the.RTlrecqgniti@ﬁéﬁeméryfpafadiém- provi&é”é,
ﬁééﬂs, fdr inveétigatiﬁg: &irectediséa:gh ﬁ:océéseé ﬁy,rconsidering the .
jéiﬁt effects_‘of 6rgapigat£on“ andﬁéét:sizé;ﬂ Q?gaﬁizing_a. memory set
mightl provide a basis fort.paftitioning'tﬁe“ datasbaéé stored by the
subject; hypotheses that the search for a match to a probe, structure is
directed toward {(or away. from) some partition  can be evaluated by
analyzing the relations between number.of partitions, partition sizes, .
and RT,.

Figure 6 indicates how an organizational variable (a semantic

2Results from lexical decision tasks (which required a speeded-
decision about whether or not a letter string is a word) have been.
interpreted as evidence that information about individual words is
stored in a semantically organized memory and can. be retrieved by a
direct-access process (Meyer, Schvaneveldt, & Ruddy, 1975).
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Figure 6.

Schematic of a data base representing a word list organized
on the basis of taxonomic category membership., The 1list is
structured as two sublists. Associated with each sublist
are the words that are part of it -and also information about
the category they belong to. The category information is
generated by the subject if not supplied by the experimenter
at the time the list is presented for study.
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dichotomy) might.stfuctﬁre the data base that is formed in memory when a
small word list is presented. The list is structured as two subsets,
based on the membership of the words in taxonomic categories. A
directed search making use of this structure might go as follows (see
Figure 7). When the probe "carrot" is presented, it is encoded as.”LISTf'
H~A-P VEGETABLE ‘'carrot'"; note that in encoding the test word,
information that ''¢carrot" belongs to the category VEGETABLE ‘is
incorporated into the probe structure. The data base is entered at the
LIST node (direct access assumed) and the associations from that node
are checked so that a mateh to '"LIST H~-A-P" is first ascertained. At
this point? there are. two alternative paths and an initial non-directed
search is attempted; that is, one of the alternatives is randomly
chosen. If it 1leads to. the ANIMAL partitien, then the category
information will fail to match the probe and the search will ‘back up to.
the choice point.without examining any of the animal—name words. The
VEGETABLE partition will then be examined aﬁd a match will be found. If
the initial choice is the VEGETABLE partition, then the ANIMAL partition
of the data . base will not be examined. Similarly, negative ;probe words
éhould.lead to an examination only of the relevant category partition;
e.g., if the. vegetable "asparagus" appears as a test-item, it will be
compared only against the concepts in the VEGETABLE partition of the
data base. The duration cf these. operations should therefore reflect the
number of categories and the size of the relevant category subset, but

not the sizes of - irrelevant category subsets, This type  of processing
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. Figure 7.

Flow chart of a directed-entry search process for an
organized data. base.

The test item is compared only with

. memory set items that belong to the same category.
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has been called a directed-entry search process .(Naus, 1971})0‘13

-Several Investigators . have  dinterpreted the. results of
experiments empleying semantically or perceptually divided  memory.sets.
as evidence in favor of a directed-entry search model (Crain & DeRosa,
1974; Homa, 1973; Kaminsky & DeRosa, 1972; Seamon, 1973; Williams,
1971). They found that RT increased with size of the relevant subset,
but mnot. with  total memory set size (i.e.,. RT did net. depend en.
irrelevant subset. sizes). When number of subsets was manipulated, RT
alsoe increased with  increasing numbers of subsets, as expected in.a
directed~entry search model. = Additienal.suppert for a directed search
process involves-a comparison of results  for negative probes that are.
selected from. categories not represented .in the memory set (external
negative probes) and those that are unpresented exemplars eof categories
represented . in the memory set {internal negative proebes).  RT for
external negative probeg is.faster 'than feor internal negative probes and
varies mueh less, or net: at all, with memery set size (Homa, 1973;
Lively. & Sanford, 1972; Okada & Burrows, 1973; Williams, 1971; cf..
Landauer . & Ainslie,; 1973). 4Therefore, respenses to external_negative_
probes may be based on category membeérship information (processed during

directed search)} ﬁithout a -nen-directed search of the memery set items..

13Search, could alse be directed if category names were not.

explicitly present in the data - base and probe; but were 'retrieved.frem
pre-existing knowledge bases only after the first word in the first
subset examined was compared to the probe word. Retrieving cemtradictory.
category. information at this peint could also allow the search te back
up to the original cheoice peint. Theése altérnative - representations of
the data base might be différentiated by examining the effects of’
factors known to. influence verification time for pre-existing semantic.
knowledge (see, Rips, Shoben, and Smith, 1973); in the case that this
knowledge is retrieved-and_rgpresented; expligitly .in the experimental
data base, as opposed te retrieved. while processing a. probe, these’
factors should have.no effect.
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Rgsearch by Naus (1974; Naus, Glucksberg, & _anstein,ﬂ1972)'
suggests that.a directed-entry search model. (using semantic .category
information to direct the.search) may not apply in a RT item-recognition
‘memory task when memory sets are~sm§11, vary from trial te trial, and
invelve only a few catgories. _ Probe items in Naus' task were single
-words; on -negative- trials they were- unpresented.exeﬁplars from one of
the categories represented by the memory set items. She . found (Naus,
1974, Exp. 1; Naus et al,, 1972) that RT depended on the total memory
'set. size, but, that.the dincrease in RT for each additional. item in
irrelevant  category . subsets was half  ‘that for ditems in the relevant
-subset; that is; the .slope of the RT 'vs. total set-size function was
less . for multi-category. than for single category memory sets. .
Quantitative analyses of the results led her to conclude: that selection
of a. subset . to search- was random (i.e., non-directed), but once
‘examination of a, subset was initiated-it;continued even when it  was the
irrelevant category subset. However, if the relevant category subset
was.  examined first, then a response was made  without examining the
irrelevant subset (see Figure 8). Thus, on half the. trials, woxds-from
the irrelevant category were searched. Naus called these operations a.
random~entry . search process.  Other investigators. (Atkinson et al.,
1974; Burrows & Okada, 1974, Exps 1, 2; Crain & Derosa, 1974; Kaminsky
éﬁd_DeRbsa; 1972) also;‘have.reported:effectS‘oﬁ ifrelevaﬂt subset size
'ﬁéing small'organized-memory sets:in, an RT.recognition taék.; Hoﬁever;
the data Tfor external -and internal negative probes . in some of.fheée_
réxperimenfs'cteata a-difficulfy for the fandom—entry'model. As ~in the

cases cited above, external negative probes were responded .to .more.
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Figure 8. A random~entry search process for an organized data base.

Any partition of the data base may be searched, but search
terminates after the partition representing the memory set

items in the same category as the test item has been
searched. S : '
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quickly than internal negative probes, with minimal effect of set-size
variables (Atkinson et al., 1974). The 'implication is that external
negative probes are rejected: without examining -any memory set items; .
thus, category membership is deférmined prior. to the non-directed
search, contrary-te the assumption of thegraﬁdom—entry model .

Further evidence againstytﬁé" genéréliﬁy of a.directed-entry
medel that uses category information to direct -the search within a data-
base comes from translation tasks = {(Cruse & Clifton, 1973; Juola.&.
Atkinsen, 1971).  'In the Juola and Atkinson experiment, one group.of"
subjects was presented with memory. sets containing frem one to four
names of taxonomic ‘categories and . was tested with_sipgle words; the.
subjects were to décide whether or not. the probe word.was an exemplar
from.one, of the categories in the memory set. According te the logic of
the two stage mpdel, an efficient strategy is first to‘retrieve,the name -
of the_category;assqciated-With the probe wo;d'and then to cémpare-that-
categofyf;name with those din the. memory - set. The name.retrieval
operafién adds a. constant.to the processing time regardléss of memery
set size, but, the search process. is the same as that in a typical RT
item—recognitipn memery task. Thus;..the intercept of the. RT vsa
set-size function should be greater in the Juela and Atkinson {1971)
tésk thgn_in- the prototype RT recognitien task, but the slopes of the
wa fqpctions.should be -the same. Contrary to this prediction, the.
slope was about four times greater in the translation task than in a
contrel conditien using an item recognition - task. Similar slope
increases have been found using other types of translation functions:

(Cruse.and Clifton, 1973). One, interpretation is.that, in translation
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tasks, category information is retrieved only as each memcry set item is
examined during the -<course of a non-directed search (as in . the
random—-entry model).

While probes do not. seem to be translated -prior to search, an
experiment by Smith and Abel (1973) suggests that entire memory sets may
be transformed. prior . to presentation of a probe when. the .set of
potential probes is sufficiently well~defined. Inverting the  Juola -and
Atkinsen task (1971), Smith and . Abel presented memory sets.containing
from five to seven words. that were drawn from two or three different
taxenomic categories. Probes were categoryfnames‘and the decision was
whether any words in the memory  set beleonged  to the probe.category.
Mean RT inereased with the number of different. categories represented by
the memory. set words, but.did mnet depend  on the size of @ the probed.
subset or the size of the total memory set. The explanation offered.by
Smith and Abel was that the exemplars in memory. sets are translated into
the minimal.number of categery names prior ¢©o the onset of the probe.
This strategy was viable in their task, but not-in.'the Jucla and
Atkinson task where it 1s impractical +to generate and store all the

exemplars belonging to a category.

A ratienale for divergent results

Thé findings cited above inditate. that. the search 6f an
.brganized dafa~ base may involve either  directed- or _:énd;m;entfy
processes; but they do. net specify the conditions uﬁder‘ ﬁhicﬁ,a
particular process will be uéedn However, there are. some‘procedufal-

variables that may-contribute to outcemes. that are in accord with a-

41




directed-entry model: 1) using fixed, well learned memory sets for.a
number of test  trials (Homa, 1973; Okada & Burrows, 1973; Williams,
1971); 2) physically grouping items in the same category when they are
presented for learning (Kaminsky & DeRosa, 1972); and 3) pre-~cuing the
organization of the . memory set by giving some indication pricr to the
test -probe_ofi which category will.-be tested {Crain & DeResa, 1974;
Darley, 1974; Kaminsky and DeRosa, 1972; Okada & BUrrows, 1973}, Cuing
seems to be the most potent of these factors, and later we will consider
how it might effect various stages of processing. For the moment,. we
will - view the three factors together as a means of dincreasing the:
availability of the organizational information used in the first stage
of - a directed-entry search model; we can then suggest why the.
directed-entry model applies to some. situations and- the.random-entry.
model to others, Our explanation parallels that given by Sternberg
f(19695)*to justify exhaustive search dn the sense that it depends on a
trade-cff between the times required to complete two processes. If less
time is required to compare a probe with all items. in a memory. set than
to use - category information for = locating the relevant- - partition, then
the former process 1is selected; otherwise the latter process is
selected. We can view degree of learning, grouping of memory set items,
and- pre-cuing as factors that  facilitate the uée of category
.information, thus makiné the directed-entry process more. efficent and
Eonsequéntly more likely to be sélected. Naus® (1974) results suggest,
however, that- category Information may influeﬁce the ektent. of -
non—directed search processes, but enly after the relevant subset has

been entered. This result . can be accommodated by propesing that the
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utilization of category. information aﬁd.the comparison procéés_proéeéd
simultanéoﬁsly rathér than seéuentialiy. Thﬁs;'ﬁhé iﬁfo;mation ﬁeeded
to. efféctively éifecf search to the relevant wﬁarfition may becoﬁe
.available..qnly after the ifrélevant; paffition is already enteré&
(Atkinson et al.; 1974). - o o

| hihere is somé evideﬁéé that the.ﬁtilizétion of dirééfed—entry
énd' randémwentry‘précesses ‘conéfitutes a rathef high 1evel-§£rafegy,
Néus (1974, Exp. 2) ;aﬁght Subjecté to ﬁse a airegted-eﬁtry process.even\
when it'seeﬁed léé;.efficieﬁt; however, fhe subjects tended torreturn.fé
a - random—entry process in-the- absence of continued instruction. In
additioﬁ; investigators.“havé répértéd befween;subject .differences,
iﬁdicating that individuéizgﬁbjecfé .utiiize.different processes under

the same experimental conditions (Kaminsky & DeRosa, 1972; Naus, 1974).

Search meodels invoving mixtures of processes:

When information  retrieved. 'during a  non-directed- search
determines subsequent search processes {(as in the random-entry model),
mean. performance over a - series of test probes can represent a
probabilistic mixture of different underlying . processes.14 In the
random-entry process, irrelevant partitions of a.data base are examined
on only a proportion of test: trials, In a self-terminating serial
search, a random number (up to the memory set size) of = relevant memory-

structures are examined for any positive test probe; for example, if

14The term "mixture" is used din this chapter in. an informal
sense, rather than in the restricted sense defined din probability
theory.
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there are three ditems in a memory set, then on one~third of the test
.trials there is dne coméarisoﬁ,-on‘one-thir& there are two.comparisons,
énd on fhe‘other third thére are three. One consequeﬁce qf  mix£ureé.is
an. increase.in the variance of RT data. Variance data can..Ee uséd
therefore to differentiaté models (see, - SO Sternbefg, H§74; fownsend5
1974). However, for many. purpeses increases iIn variance simply ﬁake
data apﬁear less réiiéble, and may contréindicate.the application of-
hfpéthésis testing -méthods that depeﬁd on homogeneitynof-ﬁariance
aésumptions; . Underlying process mixtures ﬁay thﬁs serve to complicate
the analysis of data and.the evaluatién 6f models. i

N Mixturés éf.undeflying.processes might alse 6ccuf if £ﬁere were
more than one functionally. equivalént membfy gtrucfure within a data
Basé fi.e,,.if several memnry-structurés match a given probe.structure).
Consider the data base in Figure 9 which. ig an elaborétion of the one
shown in Figure 6 . When this data base:is entered at the - LIST node,
.assume that one.of the two links is randomly selected. In ~one case
(s0lid line), category information.is encountered and directs search to
the relevant - subset; in the other case  (broken line), a non-directed
search 1s carried . out over - the entire - memery set, ignoring category
information. Mean perfeormance for a series of test probes reflects a.
mixture of these-processes: each item in the irrelevant subset Increases
RT  half- as much as each ditem in the relevant subset because the
irrelevant items are examined only when the -initial nen-directed search
selects the breken-line. links. This mixture model is an alternative to
the random-entry model proposed by Naus (1974) for her results. The

additional structure (broken-line links) in the  data base’ shifts the
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Figure 9.

Elaboration of the data base shown in Figure 6. Dashed

" lines represent additional encodings of list-membership

information; they do not include organizational information,

but are sufficient for an item~recognition response.
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hypothetical locus of directed and non-directed search effects, but.the
model still predicts the same pattern of results. (See Atkinson et al.,
1974, for an elaboration of this type of model.)

Mean performance might also reflect: a wmixture of different
underlying processes if several separate search processes can operate on.
a data base siﬁultaneously. In this case, the processes may ''race"
against each other, with the first one.to complete determining the.
‘response, Assuming that the . finishing times for processes are
_stechastically diétributed, mixtures result when processing-time
.distributions'overlape An interesting property of. "horse—race'" models
is. that if an experimental factor influences.only. one process, the
change in mixture (due fo a shift in the distribution for that process)
can,be unlike the changes that are obtained from a process mixture that.
is probabilistic and distributes total: prebability equally among the.
alternative processes (as in the random-entry model). In particular, in
horse~race models the proportions. ef responses determined by different.
processes need net.be equal. In an. extreme case, if the distribution of
times for one process does not overlap with that for another and has the .
smaller range of values, then that process will always determine the.
response, Thus, facters that appear to determine the processing
strategy selected for a task instead could be influencing the durations .
of parallel memory.precesses (which eccur.under all conditiens), thereby
altering the Dbasis fer response without qualitatively changing
pracessing.,

A simultaneous search model that has had considerable success in.

accounting for data from RT sentence-~recogntion memory:tasks is that of
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Anderson and Bower (1973, 1974; Anderson, 1974). Their rather complex

experiments have the virtue of permitting quite specific questions to be

posed about underlying fact rétfieval procésées. In a -prototype task,

subjects learn a set\of1senfeﬁces, each having an. identical_syn%actic}
structure, suéh as . "In the LOCATION, the AGENT'VERBed"'(é;g., "Ii the

park, the hippie.laughed"); the number of different sentences in which
rparticular concepts (i.e,, LOCATIONS, AGENTS, ‘and VERBS) “appear is .
varied systEmatically; Positive‘ test probes are-singlé‘ senténces from
the memorized set of sentences; negative probes are. sentences coﬁposed

of words occurring in the memory set sentences that have been recombined
in new grammatical sequences. The assumption is that in the underlying
data-Base‘the number of associations leading away from a- concept node
increases with the number of different sentences in which it occurs (see
Figure. 10). Therefore, the nbn—directed search invelved for probes.
containing that ﬁoncept éhoul&_ réquire an . increasing amount-of time as.
it is repeated.in a greater -number of memery set sentences. Data from
experiments, of this type show that recognition RT increases with the
number of séntences in the gemory seﬁiinr which the. words 1in probe,
sentences occur. Anderson and Bower {1973) presented - a model.
pestulating simultaneous searches ‘that are initiated from each concept
in. the data base (direct access to each concept) that occurs. in the
probe structure. For example, given the_prmbelsentenqe, "In the park,

the hippie laughed", the medel proposes that there is direct access to
the nodes for "park”, "hippie', and‘"laughed", Associations from each
of these mnoedes are- then activated_'simultaneously, _ each process

attampting to find a. path to both.of the other nedes. For a positive-
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0, The queen rescued the professor.
S, —V., —0 " The queen rescued the grocer.
1172 ) |
\03 The queen rescued the hunter.
S,—V,—0 The thief tackled the singer.
53—V3—0 The miner heiped the judge.
S,V 90 The addict scolded the infant.

MEMORY SET SENTENCEVS

The gentleman watched the poet.

S,—V.—0 The priest-watched the officer:
6 5\ 8 o : :
S; 0 The father watched the miser.
NEGAT!VE PROBES
S1 2 05 The gueen tackled the judge
S,—V3—0, The thief heiped the infant.
ST“VI_OG The father rescued the infant.
S1 V2 04 : The queen tackled the singer.

S, 4 —0, The addict scolded the professor.
S,—V,—9, The queen rescued the poet.

: 55 V5 02 The gentfeman watched the grocer.
Sy~ Vs 04 The queen watched the officer.
33 V5 4 Th_g_ miner_wqtched the singer.

: Figure 10, Design of RT 'sentenceurecognition'memory experiment where

-some concepts occur in several sentences in the memory set.

For example, "queén"'(S1) and "rescued" (V.) appear together
in three sentences in the memory set. The diagrams linking
subjects, verbs, and objects indicate the assumed
associative complexity of the sentences in the . data base.
(Modified after Anderson and Bower, 1973.)
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probe sentence, the first process to activate a path that matches the
nodes and associations in ‘the probe structure determines the response.

Similarly, for a mnegative prdbe,sentence,' the first process to finish
activating all possible paths -without finding a mateh: determines the

response. RT- depends primarily on-the process beginning at- the node.
corresponding to the concept that appeared in the fewest sentences,

because that node has the fewest associations te activate.

Anderson and Bower (1973, ch., 12) contended that ' their
simultaneous - search model also applies to RT item-recognition memery
tésks and explains  why the slope of the RT wvs. set~size function
decreases when  larger memory. sets.are used (e.g., compare. the slopes
obtained by Sternberg, 1966, using small memory  sets with those obtained
by Atkinsen & Juola, - 1973, using large sets). Anderson  and Bower
propose that there is an unambiguous path from. each.item in a memory set .
to the LIST node (as in Figure 2); note - that our notation differs from
that of -Anderson and Bower but is equivalent for this example). When a
probe item is presented the data base is entered both at the LIST node
and the node representing the test item. The non-directed: search from
the LIST node depends on memory set  size because it determines the
number of paths from the LIST nodeée to the different memory set items; on .
the other hand, the non-directed search from any item ncde invelves a
single path. As memory set size increases, the search initiated at the
LIST node finishes before the search inifiated at the item nede less
often, so that more responses are determined by the process not affected
by set size. Therefore; as set size. increases, the slope of the RT vs..

set~size function decreases.
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One issue that raises difficulty for the Anderson and Bower
(1973) model concerns the nature of the search processes involved in
respending to mnegative probes consisting of items - that have not been
previously presented and therefore cannot be pgrt'of the data base, TFor-
these . negative probes, no .search precess can be. initiated at an item
nede in the relevant data base. Simply reducing the model in this case
to a single . search process Initiated at the LIST node does mnot generate
correct predictions fer the different results obtained when negative
probes contain novel . items and when they contain-only items that were
studied. A second problem for the, Anderson and Bower model are. the
serial position  effects sometimes found = in.RT  item-recoegnitien tasks.
Since - their model incorporates no mechanism for ordering the links
connected to.a node, it cannot predict serial position effects without

further elaborations. .
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Temporal Factors in:Retrieval Control.

In this section, we consider the effects of temporal variables
in RT recognition memory tasks and their implications for fact retrieval
models. By temporal variables we refer to factors such as:. 1) the
temporal grouping of items during presentation of the memory set, 2) the
intexrvals between presentation of memory set items and test probes, and
" 3) the relative recency of different test items. Two questions are of
particular interest: to what extent does temporal information prévide an .
alternative basis for responding and to what extent is it used to direct
the search precess. As noted previously, organizational factors. are
often confounded with temporal variables. It is pessible, therefore,
that apparently contradictory - findings. about - the  effects of
organizational variables dn. RT recognition memery -tasks. reflect
‘differences in. temporal variables associated with different experimental -

procedures.

Familiarity ;nd item reéognitiqn

| By definitioﬁ, in a nonrdirectedrsearch process the seérch time
for a negatiﬁe probe.ié at least as great as that for a positive prﬁbé,
pecause a negative probe.requires exhéustive examinafién-of‘a daté bése.
Thus, precessing must invelve more.than a ﬁon—direcfed search whenever
the slope of the:RT VS set;size;function is.smaller for negafive-brobes
than for positive. Within. the fact retrieval framework, ebtaining a.
smaller slope!for negativé probes than for positives can. be iﬁterpréted

as evidence that the search for negative probes is directed to a smaller
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partition of the data base; consequently, fewer.comparisons are required
to determine a response.

Atkinson and Juola (1974) reperted several RT recognition memory
studies where the slope for negative probes: was less than that for
positives.. However, the tasks they. described incorporate  no obvious
basis for organizing the memory. set items. into subsets that could
facilitate directed search processes. They employed memory sets ' of: from
16 to 32 words learned.by different groups of subjects toe a criterien
well beyend perfecttlrecallg Probes were single words, the.implicit .
gquestion . being "Did LIST H-A-P -woxd?". The results for the first
presentation  of .  test words indicate that negative probes. 1) were
respended to  more rapidly and-2) had a. smaller slope. for the RT vs.
set-size function than positive . prebes.. When: negatiﬁeq and positive
probe words ' were repeated during the course of . testing, however,. the
slope. of the function increased for negatives, becoming greater than
that for positives, which concurrently. decreased; the positives also
became faster overall (see Figure 11). These results suggest that
different processing occurred for the different.types of probes'énd}thét
réearch processes were affected by some variable éssociéted with
:fepéatingrteétrprobes. The fact that negative prebes,ﬁecame slowerawith
‘repetition is; evideﬁceuaéainst éxplanatieﬂs proposing that-repetiﬁion
affects enceding or response learning fér negative:test _Wnrds,ﬂsince
feﬁetition would be expected to facillitate those‘processes'(cf="Hdma &
.Fish; 1975). Therefore, information abéut a- probe which wvaries with
.reﬁeﬁition may be influencing retrieval.

Other findings question the generality of non-directed search
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Figure 11.  Mean RT and error percentages as functions of memory set.

size in an expériment reported by Atkinson and Juola. (71974).
The left panel presents data for initial presentations of
positive and mnegative test probes, ‘and the right panel
presents the data for repeated presentations of the same
items. Incorrect responses to positive probes are indicated

_ by the shaded bars, and errors to negative probes . by the
open bars, The straight lines fitted to the data represent
theoretical .predictions of the Atkinson and Juola model.
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models as sufficient explanations of RT item-recognition memory:
1) slope ratios vary depending on whether memory set items.,and probes
are sampled over test trials with replacement from a small, fixed
ensemble (as done by Sternberg, 1969b) or sampled-'without replacement
from. a large, functionally infinite, population of  items (Banks &
Atkinsoen, 1974); 2) RT for test items Varieé with their probability of
occurrence, decreasing for higher frequency items (Theios, 1973):; 3) RT
decreases for test items that occur more than once in the. ﬁemory set
(Baddeley & Ecob, 1970); 4) as noted earlier, serial positioﬁ
functions that are non-linear and show a recency effect. on RT are
sometimes obtained.

A common. aspect of  these manipulations that affect. RT in.
itemfrecognitibﬁ“'memory tasks is their 'felation fo thé recency and
ffequeﬁcy of different.typeé of probes, This suggests that information
inr meﬁory about recency and frequency may affect the fact retrieval
processes invelved in RT recognition memory tasks. An inspection of the
task indicates that (at .the time the probe dis presented) potential
Kpositive test items tend to have been processed more recently and more
- frequently than potential negative test items-- either because items in
‘the .memory -set are presented and/or reheérsed just prior fo the probe or
" because items used as negative probes have not heen presented previously
in the eXperiment.;-Thus recency and frequency information could provide
a basis for inferring whether or not a prebe is in lthe memory set
without . comparing the probe to items in the memory set:
{(Zechmeister, 1971).

A theory encompassing recency and: frequency variables was
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developed initially to explain performance in "accuracy” recognition
memory tasks; iﬁ these tasks, memory sets are large and not well learned
and accuracy of recognition on a delayed test is the principal dependent
measure. A class of models for this type of task proposes”that_there'is
a pre-existing memory.structure for each item (words, ~digits, letter
names, etc.) 1in a person's lexicon. Each time an item is processed
4(either by being perceived or retrieved in the context of a cognitive
.function) its structure:in the lexicon is activated (see Morton, 1970).
ihis activatibn then begins to decay. The baseline level. of activation
and:the rates of increase and.decay for any structure are a. functionrof
the past frequeﬁcy and recency of its activation; the exact functions in
anyfﬁodel usually are determined empirically. The activation level of a

memory structure is assumed to be. a unidimensional variable, usually

referred to as its strength or familiarity. Im familiarity models of
accuracy recognition 'memory'tasks,' the -encoding of ‘the probe item is
followed by direct access to its memory structure. lThe-familiarity
value of the memory étructure provides a basis for response: if.Fhe
value is greater thaﬁ a context-determined (e.g., by instructions.or
payoffs) decision criterion, a positive response is made; otherwise a’
nggative response 1is made (see. Banks, 1970). "The viability of the
decision rule derives from the fact that a high value signifies recent
presentation, thus allowing the inference that the item Was_pféseptgd.in
the memory set. Errors occur when the distribution of familiarity va%ues

for positive and  negative probe ‘items overlap so that some negative

55




:items have values greatér than.the cfitefiaﬁ and'vice—versa.15

Familiarity theories 6f fecééﬁiﬁion accyracy fequiré eiab6ration
to account for .data from RT recdgnitioﬁ meﬁofy taéksr'liké Sferhberg'S'
'(1966);. To explain RT diffefénces they must introduce the complicating
'aésuﬁptién that the time to &eterﬁine whether a féﬁiliarity value is
ébove'of beloﬁ the cfiferiﬁnris a funétidn of the'”disfancé”"qf tﬁe
ﬁalﬁe from the. cfitérion (see, e.g.; Murdock & Dﬁfty; i972; Thoﬁas,
1971; Wickelgren &: ﬁorman, .1969)} Thus, attempts .fq appiy pufe
familiarity models. t§ data ffom' RT recognition :ﬁemgry faéké seemed
.cumbérSOmé in dqmparisbn to Séarch modéls. for the Samé :data.T6 The
feéults reportéd‘ B& Afkinébﬁ  and Juola. (1974) and otﬁérs (e.g.,
'chﬁmeister,.1971) suggest, ﬁbwever, that.familiarity :méchaniéms @ight.
be useful iﬁ"éxplainiﬁg somé of the findings from RT ifeﬁ—fecognition
ﬁemory tésks. |

Atkinson and Juoia (1974)‘propésed 'afmodel for RT'reéOgnition
Imémory tasks in Whicﬁ performance. reflects a probabilistie mixfﬁre of

decisions based on familiarity evaluations and-on non-directed search

15N0t2‘ that  this process i1s proposed for recognition only;
recall is assumed to Involve a search through a data base representing
the presentation of the memory set as. an event. To 'mnake use of some
current terminology, familiarity is retrieved from type (primary) nodes:
representing items, whereas events are represented by associating token
(secondary) nodes. Each time a.new memory involving an item is stored,
a new token node is formed for that item..

16Wé'see here the tybex of-théoretical lébility dnoted-earlier.-

Pure search models produce set-size effects on RT by increasing the
number of comparisons while holding comparison time constant. Pure
familiarity models produce the same effects by varying comparison time
‘while l1limiting the number of comparisons tc one by means of direct
access retrieval.
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- EXECUTE
NEGATIVE RESPONSE

ENCODE TEST PROBE
AND ACCESS
ITS FAMILIARITY VALUE x

COMPARE
FAMILIARITY VALUE x°
TO CRITERIA

SEARCH
DATA BASE AND
DETERMINE IF PROBE
WAS PART OF
_MEMORY SET

EXECUTE
POSITIVE RESPONSE

Figure 12,

Tlow chart for the Atkinson and Juocla (1974) model.

Responses are based on a probabilistic mixture of processes

“involving the evaluation - of item familiarity and

non-directed memory search.
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processes. (see Figure 12). Whén & probe: item is presented, its
familiarity value is 'oﬁtained by direct~access retrieval and first
evaluated against two decision criteria (see Figure 13). If the
familiarity value is above the uppef,criterion, then the test probe is
assumed to be a member of the memory set-and a positive response is
initiated without further processing; similarly, if the value is below
fhe lower criterion, a negative response is initiated. If,rhowever, the
familiarity value lies between the two criteria (where there is the
gfeatest overlap between the familiarity distributions), then a search
is initiated in the data base representing the memory set. The time to
perform the familiarity evaluation 1is assumed to be constant for all
probes regardless of memory set size, whereas the time for the search
process - increases with memory set size. Predicted RT therefore
increases -with set size, with the slope of the function depending on the
proportions of familiarity-~ versus search-based responses: as the
proportion of familiarity-based responses approaches one, the slope
approaches zero. Errvors are generated by the familiarity evaluation
pfocess_when part of. the distribution for negative items exceeds the
ﬁigh criterion and when part.of that for positive items falls below the
low criterion; the mnon-directed search process. is assumed to be error
free.

The effect of repeating positive and negative test probes in the
Atkinson and Juola model is to increase the means of  both familiarity
distributions relative to the decision criteria, thus altering the
mixtures of familiarity-based and search-based responses. Specifically,

fewer familiarity-based decisions occur for negative probes and more for
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FAST NEGATIVE FAST POSITIVE
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NEGATIVES
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Figure 13.

Relationship between processing and item familiarity in the
Atkinson and Juola model. The familiarity of negative test

~items is represented by the leftmost distribution, and

positive items by the rightmost distribution. Familiarity

. values to the left of the lower criterion (C,) lead to

- negative responses, and those to the right of the upper

criterion (C,) lead to positive responses. Values between
C, and C, do not reliably discriminate between positive and
negative items, and in that case the data base 1is searched
to determine a respense. S o '
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pesitive probes. The model therefore accounts for the' interaction of
repetition, set. size, - and. . probe-type.fagtors on RT data; it .also
accounts, for the error data presented by Atkinson and Juola (1974). 1In
general, models incqrporating: a mixture of search and_familiarity
processes are useful in explaining many RT effects that a:eginconsisggnt=
with pure ééarch. models—— particularly, effects where éomé independent .
variable Influences: the recency.aﬁd. frequency of different items. (and.
therefore their familiarity).-or' :eéponse; bias _(and therefore the.
underlying decision criteria). Fd£ ekample, in studies  employing
catego:ized'memory sets; ;he model explains why RT fqu negative_probes
dravn . from  unpresented _éategories is  both relatively fast‘;gnﬂ?"'
iﬁséﬁsitive to changesu'in; mémory set size: If. the famiiig:ity
distribution for external negativg probéé_lieé‘§lmost_ qupletely belbw
the lower . criterion; non—directed;séarch"processés.ﬁili  rarely occuxr;
gonsequently, RT to these probes will depend minimally on factors, like
. memory .set size, that. influence the.search processes (Atkinson et al.,
1974) .

. | The extent of familiarity-based responding in:theﬁRT recognition-
ntask,becomes evident -in variants of the task that prggugably minimize or
‘ eliminate-infe:enées“ about memory set membership based on recency and
frequency information. Tfanslation tasks may constitute a, context where.
famiiiarity plays.ne reole, since. the-items{thatrappear.as probes (both
posit;ve and negative) are net the same as those in the memory set. ' The
relatively large . slopes observed in. translation tasks. could represent
the "true" rate of memory ceomparisons .(because the situation eliminates.

familiarity as a- basis for response), rather than the additional time
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required to transform each item in the memory set. More direct evidence
about the role of familiarity comes from experiments where the memory
set is organized as several named. subsets (i.e., labeled - sublists) and
.test ﬁrobes consist of a subset name and an item, the dimplicit question
being _“Did'this subset H-A-P this item?". ° By using negative probes
consisting of items that belong to.a subset other than the one named in
the probe,. recency and frequency .differences between positive.and
negative proebes are eliminated.17 © Glass, Cox, and LeVine (1974) had
‘subjects memorize two 20-word lists (LIST A and ‘LIST B) and on alternate
tests asked "Is this. a LIST A (B) word?". The words used 'as negative
probes were from LIST B if the question was about List A and vice-versa.
After several tests of the words in both lists, half the subjects were
shifted to a condition where negative probes were words net previously
‘used- in the experiment. Mean. RT for both positive and negative probes
dropped about 200 msec, relative to. that for subjects who continued in
the .original.condition. Introducing negative probes involving new words
presumably = allowed responses to. be made on . the basis- of familarity
.instead of non-directed search. The large RT difference indicates that
memory search 1s infrequent when there- are familiarity differences
between probes,

Other studies, where familiarity differences between positive
and negative probes were eliminated, have -found RT vs set-size functioms

with slopes that are substantially greater than those found in the

17In' addition, test ditems are associated with Tboth types of

‘responses, eliminating the. chance of some. type: of .simple response.
learning during the course of testing. ‘
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prototype . RT recognition memory task. Moehs, Wescourt, and Atkinson
-(1975) had subjects learn six named lists that varied in size from two
te six words per. list. Test probes consisted of the simultaneous
presentation of a list name and a word. For positive probes the word was
a member of the probed 1list; for negative probes the word was selected
from one -of the other five lists, The RT vs. set-size function for
‘pogitive probes had a slope of about 150 msee in contrast to slopes
about .25 to 50 msec (Cavanaugh, 1972) obtained when response type is
confounded with familiarity differences.18 Mean RT also increased with
serial - position for positive probes, iIndicating a self-terminating
search process. For negative probes, mean RT depended on both the size
“of the probed list and the size‘of the list from which the probe word
was selected. The résults were interpreted in terms of a search model,
similar to that of Anderson and Bower (1973), in which simultaneous
non-directed searches of the data base start from representations of
both the list name and the word in the test probe. Again, the magnitude
-of RT effects 1In these studies indicates that the true rate of
non-directed search may- become apparent only when  item familiarity
cannot provide an alternative basis for responding.
An experiment by Okada and Burrows (1974, Exp. 3) provides a
“more  direct indication of processing differences for negative probes

adiffering in recency. Prior to each probe they presented a memory set

8However, if, in a task 1like that of Mohs, Wescourt, and
Atkinson (1975), a probe is preceded by a cue that indicates the sublist
that will be named in that probe, then slopes comparable to those found
in the prototype RT -recognition memory task are obtained (Appelman &
Atkinson, 1975). D L :

62




(two, four, or six dtems) divided into - halves by . the insertion of a
-pause. - Before the probe .appeared, :one of the  halves was cued-as
relevant; a probe was positive only if it.occurred in the cued - subset.
.Negative probes were either external (words presented for the first time
in. the. experimental context) or internal (words sampled from the
irrelevant subset on that trial). . Plotting RT vs.. total set size, the
slope was 1271 msec for internal negatives. and .50 msec for external
negatives; the latter value is wirtually identical t§ that obtained in a
control condition where there was no pause or cueing and, consequently,
.no internal negatives,. The positive slope in the main condition was .80
.msec  (greater than that for external negatives) as compared With-SS msec .
~in the contrel-condition.” Okada and Burrows suggest that. these results
could reflect.a dual retrieval process. . The first process involves an
.exhaustive search of .the entire data ‘base and is sufficient to reject
external negative. probes. The -second process. involves a slower,
-self-terminating search of the data base for memory structures. that are
"marked" in some way as.relevant; that is, that.they were in -the cued
-subset. The second _process. differentiates . positive. .and .internal
negative probes. However, as Okada and Burrows note, certain aspects of
‘the data -strain this explanation. . It seems to. us-that their results
could be explained. in terms of a model JIncorporating . a familiarity
process, since the pause and cuing manipulations can be viewed as
factors. introducing  familiarity differences bétween items - in. the
relevant and - irrelevant.  subsets. In . the :control cendition, both
positive and - negative responses are. based on a, mixture of search and

familiarity processes. In the experimental .condition, the .fact that
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“items in ‘the non-cued set -could appear as negative probes reduces or
eliminates the use of high familiarity as an indicator of positive sét
membership; internal negative and positive probes require a seareh to
“respond. Thus,  slopes"for these probe types are higher than in the
cont¥ol condition.  Extérnal mnegative probes in the experimental
‘condition are ‘comparable to ' negative probes in the control condition
‘(low familiarity is still a reliable indicator that the probe was not in
‘the positive sét) and the slopes for these probe types are essentially
identical.”

In the Atkinson and Juola model, retrieval is controlled in the
senge. that the decision to ‘'search tlie data base depends on: the outcome
‘of  ‘the familiarity evaluation.  Usually, however, subjects 'in RT
recognition memory tasks are immediately aware of their errors, even as
“they are making their - response (Atkinson and Juola, 1974). Theréfore,
it Sseems that the search process is not really bypassed, but instead
‘that “its result ‘becomes available only  after a response -based on
‘familiarity has alt¥eady been initiated. Perhaps, the search process is
~executed to confirm the appropriateness of the decision criteria adopted
by the subject. Alternatively, the processes of ‘evaluating familiarity
“and executing a search of the data base could proceed in parallel
(instead of sequentially as in the Atkinson and Juola model) ~with the
first process to finish determining the response. Infa parallel process
model, the familiarity of the probe item  would be evaluated against a
-single:-decision ‘criterion, the duration of -this  process ‘varying
inversely with the distance of a familiarity wvalue from the criterion.

Thus, 'as in the Atkinson. 'and Juola ' model, responses will reflect a
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mixture of familiarity and sedrch processes determined by the relation
of. the decision criterien to- the parameters of the. familiarity
distributions, How. one could. empirically differentiate. these two
familiaritynand—search mixture models is not .obvious; both, are complex
enough that;oﬁlyn minor changes in the assumptions of either model can
make . them consistent with a range. of data. We believe that the
difficulties involved in optiné for one.or the othér of these mﬁdelé.ére
?éﬁresentative of the problems=confroﬁting.the_mofe, generalrenterprise
.éf devéloping theefieé of memorf retrieval.. Theorefical' issuesfafe
:being posed at"a‘level of abstraction that may exceed the .power'df
reselution iﬁherent in present.exﬁerimental;methodolegy (Norman, 1970).

| One reason for proposing pure“éearch models for HRT recognition
“ﬁemorj. data . was ‘fhat théy éeem mbre Lparsimonious. than the pufe
familiérity Vtheories used :tb .éxpléin dafa‘lfréﬁ accﬁracy recogﬁition
.meméry tasks. However;. models propoSiﬁg mixtures of- un&erlying
'ffoéesses te account fer a diverse rangé of,phénoména ére theméeiﬁés
fa;her;complicéted. An issue;'therefore, is ﬁhetﬁéf miﬁturé 'modéls;ére
;ﬁreferabie to eléborated,. pure..familiarity models With cqmparéﬁlg
exﬁlanatory. power, We:.aré nof suggesting . that: ﬁon—directed seafch
processes do not.operate in human memory, but-rather that they méf not .
ﬁlay a role in some RT'iﬁem—recdgnitién tasks. The ﬁain motivatioh fof
incorperating a search process Inte mixture models is to 'ﬁrdéide a
mecﬁénism for set-size effects. Tﬁere;-is little:else"in,tﬁe data that
necegsitates a search proceséu Set—size:éffécts on RT can be. generated
.by ﬁufé.familiarity models if ﬁé assume -that the means and vafiancés-off

familiarity distributions,varyAwith,memery set size. This assumption is
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not unreasonable, given that set. size may be tbnfounded;with degree of
learning and with the duration of the interval between the study  of an
‘item and when it is_'teste&.'"Thﬁs;” on the basis of lparsimdny, puﬁe
familiarity models (e.g., Baddeley & Ecob, 1970) may be- preferable to

mixture models as accounts of RT item-recognition data (Momsell, 1973).

”Retrieval from=_§-temporally differentiated_data base

'féﬁiliarit&'quels expléiﬁ how temporal variableé éould affect
wperformance ip some RT”recogpition.memer tasks by providing a basis fér
pypassing_ (or at. least - ignéring) pqq-directgd. seaich. préceséesfin.
deciding whether or not.a tést itemrbelongS;to a memory set. A secéﬁd-
questipn about teﬁporal_ variabies iﬁ _fact;rgtrieval _is whether fhéy
sexrve to st;ucture data bases,_thus alléwing directed search processes
to operate, .The._studies thétrbear_ on this question “manipulétéiﬁhe
prgani;ation of memory sets by differentiating subsets of._iteﬁs.éléng
.#emporal dimensiqpsg_ Qnelof the original mqtivatioﬁs,for _these st£diés
was to:examine_the interdependence_ef rgtrigval-operations‘in shortjmaqd
%opg—term memory stores. While the distictien between .stht—.éﬁd
_long-term stores presupposes a.fheoretical organization of the‘meﬁory
systgm: that remaips contfoversial, the. experimental procedurés
unquestioqably manipulate the recency . and frequency of different meﬁory
set items. o

In these experiments, thefmemory set consists of two suﬁsetg:
_1)_Qne_subset is a.fixed1list'memorized prior to.the test sesgiqn“(ﬁT
set);‘ and 2) the_ qther subset - is,a small, additional _list“ﬁfeéeﬁtgd.

before- each. probe and relevant.only for that one test (SI set).
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Positive test prohbes consist of an item from either the LT set or the ST
_set;_negative test probes consist of.an item from neither memorﬁ éﬁbset.
A$  in_other érocedures employing organized memory sets (e.g:, Naus,
1574),'the data of primary iﬁterest ére how RT for the .différent types
6f probes vafies wiﬁh Ehe sizes of fhe two subsets;- specifically,-the
operétion_ of a directed search proééss can be inferred when RT fSr
posifive probes from.one subset ig independent of thé size of. the other
subset. |
| Forrin énd-Morin (1969) émployed ST and Lf sets.ééch composed of
from one td three letters. ST set items and- negative ﬁrobes ﬁéfe
éampled with replacément over triais.from the saﬁe énsemble. of létters.
Inladdition to .the maiﬁ condition .desc£ibed ésove, subjects also were
tested in two coptroi condifions; 1) LT set onlj and 2)”ST séts only.
Sﬁmmérizinglthe results_foripositive probes, RT increésed :with reiévant
subsét size.(i.e., Rf"for positive ST+pfeBeé inereased ﬁifh ST”éet size)
but did:not,vary with the size of the irrelévant sﬁbset. For neéative
ﬁroﬁes, RT dincreased withnsf set size, but did not .vafy with LT set
size. .The results from the two control conditions (Wﬂich involved
éiﬁgle-ﬁémory sets) showed fastef-RT‘for both positive ST éﬁd LT probes
nthan in the main condition. Thus,. Whilé RT for poéiﬁive prdbes ﬁas\
independent of the size of the irrelevant subset, if_ Wés nevertheless
faster in the absence of an irrelevant subset.

One explanation for the results found by Forrin and Morin (1969)
is that the':familiarity of ST an& LT probes directs search to the
éfpropriafe partition of a data. base;whiéh has been. strugtuféd;by

'temporalzvariables,inherent.in.the presentation of the twe memory.sets.
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in this Giew, the differences betwéen fhe‘two control.coﬁditions and the
éxperimenfal :condition refléct. £he additional time néeded to utilize
f;miliérity inforﬁation fq seleéf a paftition; IOne difficulfy Witﬁ.this
explanation is that ﬁT for negative probes was indeﬁendént of LT set
&size, indicéting that thése probes were compared. only agéinst- tﬁé ST
éét. The.implica;ion, éhat:negatiﬁé probes.havé.fhe same faﬁiliérifyrés
éf'set.items, is éomewhat énomaious.ig | - |

The eXplanatipn favored by Forrin and Morin (1969) Waé fhat
partifions of. the data.baéé cofresfonding to the ST énd LTl sets were
éeérched. simuitaneoﬁély fof a match to tﬁe proBé struétufe Esée
Figure 14). For poéitivé.pfobes, .the search thaﬁ results in é ﬁétch
aeterminés seé&ch  timé; for nééative brobes Ithe searéhes ;f ﬁoth
pa;tifions_ must:bé -exhaustiﬁe and, con;equently, fﬁe. slower prééess
aetérﬁines Fseafﬁﬁ time. Subseéuentiétudies (alsb.empioyiﬁé ”sméllef“
ééts) afe consisteﬁf with thé idea of independent, simultaneous searchéé
of-duél memory seés (Ddli, .1971; Scheirer aﬁd Hanlej, 1974). There is
‘éame aisfute, hoﬁever, as to the ﬁaturé of.fhe variable that fuﬁétions
t§ differentia;e fhe memory sets. A study by Scheirer and.Haﬁley (19?4)’
rééorted reéults from two experimental condifions: 1) a 'coﬁditioﬁ‘in

which both ST and LT sets were digits or both were letter bigrams; and

1gThe're are additional complications: 1) The. results for LT

‘probes should be evaluated in light of findings of unstable set . size
.effects when individual test ditems are always associated with the same
response {Kristofferson, 1972; Simpsony: 1972); 2) since 8T sets and
negative probes were sampled with replacement from the same letter
-ensemble which was disjoint from the -LT set, perceptual distinctions
between the sets might have existed, providing another basis for
directing search to the appropriate data base.
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ENCODE
TEST
PROBE
SEARCH SEARCH
. ST SET - LT SET -
o NO
| MATCH ~ MATCH
NO |
MATCH - MATCH
b- IIIANDII ) .
GATE |
EXECUTE EXECUTE
"POSITIVE NEGATIVE

RESPONSE RESPONSE

Figure'14,

Flow chart for a model in which partitions of 'a temporally
organized data  base are searched simultaneousliy.
Ascertaining a match in either search leads to immediate
execution of a positive response; negative responses must
wait until both searches finish without finding a match.
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2) a condition in which one subset was digits and the other consisted of
'bigramss In contrast to the results of Torrin and Morin (1969),:
Scheirer and Hanley foﬁnd that RT was indepgndent of irrelevant set . size
only when the two subsets were conceptually (or perhaps perceptually)
discriminable; temporal differentiation alone resulted in effects of the
irrelevant subset size somewhat smaller than those of the relevant
subset size, suggesting a vrandom-entry search .process like that
described by Naus (1974). Since, Forrin and Morim may have confounded
perceptual and temporal differences between ST and LT sets, the role of
temporal variables in their dual set procedure is unclear.

Other studies of the effects of temporal variables have employed
the Forrin and Morin (19695”pafadigm, but with much larger and extremely
-well memorized LT sets. The ﬁse of large LT sets should enhance the
temporal discriminabilty of LT and ST sets by decreasing the chance that
items in the LT set are rehearsed along with those in the ST sets.
Wescourt and Atkinson (1973) had subjects memorize a 30-word LT set
prior to the test session; bhefore each test trxial a new ST set,
containing from zero to four additional words, wasr presented. Probes
were single words that required a positive fesgonse if they belonged to
either the LT or the ST set, and a negative response otherwise. In a
within-subjects control condition, subjects were.told to disregard the
LT» set, and LT set. words mnever appeared as test, prpbes. _Thué the
 contr0l condition involved the presentation of a new ST set omn each
" trial (varying from one to four words), With the subject responding on
the ©basis of whether or not the probe was a member of the ST

set——essentially a replication of the RT item-recognition memory task




described by Sternberg (1269h). The results for the. dual-set condition
_were{ 1) RT for test items drawn from the ST set increased with the Size
Eof the ST set; 'and_2)_RT for test items drawn-from the . LT set and for
.negative tésf-items_was constant as the size of the ST set varied from 1
:to 4 items but 1in both cases was faster when there was no ST set (see
Figure 15). The results were interpreted in terms of a model, like that
of Porrin and Morin (1969), in which the ST and.LT sets are processed’
simultaneously - (see, Figﬁfe 14 ). The  data from the control condition.
seems to rule out an alternative explanation that the familiarity'of the
probe was utilized to direct séarch to - the apfropriate data base. If
this were the case, then the intercept of the RT vs. ST set-size
function for ST probes din the dual-set condition should Have been
greater than.the intercept of the corresponding function‘in the control
condition, féflecting the additional procegsing involved in locating the
Qelevant subset, The slopes of the two functions should havé been
equal, since. the non-directed search of the ST sets would be the same in.
both conditions. While the &ata uphold the expectétion aboﬁt.the
funcﬁiohsf.intercepts, the sloée in-th¢ §ontro1 condition was- about 40%
greater than that in the main conditi@ﬁ; suggesting that the search of
the ST sets differs in the two conditionms.

1 ,The:slape‘difference;betWeen fhe‘control condition and dual-set
ééndifion in.the;WéSCOuft and Atkinéon (1973) study raises a problem for
tﬁé-siﬁul£éneous seérch model...rlfsthe seafch;procesées,are of limited
caﬁacitj (most viéble paraliéi“ pfoceésing models‘ares, then the search
rate should be slower in the dual-set condition where capacity is shared

with the precessing of the LT set. However, the slope difference was in
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15. Mean RT and ervor percentages as a function of ST set size

in an experiment where the total memory set was temporally

organized.

The left panel.represents blocks of  test trials.

where ‘only the ST set was tested, and the right panel blocks

in which beth 8T and LT sets were tested.

The straight

lines fitted to the data are theoretical predictions from a

medel incerporating the assumption that ST and LT
séarched -simultaneously in the dual set condition.
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the opposite direction. This result can be. accomodated in - the
-simultaneous . search model by inserting a stage dinvolving familiarity
‘evaluation and assuming that the. familiarity distributions differ for
the corresponding types of probes in the dual-set condition - and the
control condition. Thus the slope difference can be explained in terms
of differing mixtures of - familiarity- and  -search-based responses
(Atkinson & Juola, 1974; Atkinson et al., 1974).

The Wescourt and Atkimson (1973) experiment. and subsequent
studies (Mohs and Atkinsonr, 1974: Mohs, Wescourt, and . Atkinson, 1973)
cleariy - demonstrate that temporal variables affect performance in RT
recognition memory tasks. However, these experiments are not definitive
in specifying the locus of the effect. The temporal variables could
;affect the hypothesized search processes, or intreoduce familiarity as:a
basis ifor ‘responding, or both. This state of affairs 1Is another
instance where an inability to specify the representation of information
in memory limits the inferences that can be drawn about the effects of a.

variable on hypothesized retrieval processes,

Informative cuing as a temporal variable in jtem recognition

Iﬁ describing séveral éxperiﬁental pfocedures, ﬁé have indicated
ﬁhaﬁ cuing is often. uéed to study the effects of‘ofganization 'oﬁ_RT
recognitiﬁn memorfu Informativé cuing has been uséd'both to introduce
éfganization into an otherwise homogeneous ﬁemory set (Dafley, Kiatzky,
& Atkinsoﬁ, 1972; Klatzgy & Smith, 1972§“Shiffrin & Schnéidef, 1974) and
tﬁrincrease_the salience of -érgaﬁization due to other factors. {Crain &

DeRosa, 1974; Darley, 1974; Kaminsky & DeRosa, 1972: Naus, 1974; Okada &
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Burrows,; 1973). Formally, a cue may be defined as. any informatien
presented during the course of a test trial that indicates differences
in the prebabilities with which certaiﬁ.items could appear .as positive
or negative test probes. In practice, cues may simply be the marking or
re~presentation of an item or items in the memory set; or, if the memory
set is partitioned into named subsets, the cue may be: the name of a
subset.,

The meaning of a cue depends. upon instructions. For example:
1) cued items can appear. as positive probes; while non-cued items never .
appear as test probes; 2) cued ditems can appear as positive probes,
‘while non-cued ditems may appear as negative prebes; 3) both cued and
mnon-cued items can appear as positive probes, but with_discriminably'
different probabilities. Obviously, cues with different - meanings’ may
entail differences in the processes.initiated by a - test probe. In,
‘general, cues reduce the effects of irrelevant. subsets on RT £for both
positive and negative test probes. The most frequent interpretation of
this result is that cues increase the proebability that search will be
directed to a‘relevant.partition of the data base.

Most sﬁudies that are cited: as evidence. for the usé of
.perceptgal and semantic organization to direct search involve pre-cuing
‘thg relevant category  subsets, Experiments that have: studied
pérformaneé in. the same task with and ﬁithout cuing have found tﬁat
pre-cues are ‘necessary to elimiﬁate: the effects of i;relevant“subsets
(Crain & DeRosa, 1974; Darley, 1974; Kaminsky & DeRosa, 1974; Naus,
.1974, Egp, 23 Okadé;& Burrows, 1973). | :

o We believe that cuing could effect performance in RT recognition

memory - tasks in several ways!
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1) Cues allow the initial phase of search to begin -before :the
presentation of the test. probe, ‘locating the relevant
partition of the data base. Equivalently, the cued memory
structures are retrieved and ‘copied into a new data base,
thereby ' effectively deleting the mnon-cued -structures

- (DeRosa, 1969: DeRosa & Sabol, 1973).
"+ 2) Cues provide additional. comntent for the probe structure

that enables the search process to utilize the ' structure-of

the data base to restrict non-directed search processes.

Tt is - assumed that without the cue, the additional time

required to retrieve information useful for directing the

search (after presentation' of the test probe) makes
non-directed search of the entire data base a more
gfficient strategy.

3) Cues change the order in which the memory structures are
searched by temporally differentiating subsets of items,
thereby providing a basis for partitioning the data base.

4) Cues lead to processing (e.g., rehearsal) that changes the
familiarity values of both cued and non-cued items, thereby
altering the extent to which familiarity ewvaluations are
used in responding to.different types of probes.

Rather than try to untangle the many experimental findings that
indicate one or another effect of cuing, it seems sufficient. to remark.
that the mechanisms described  above probably operate in varying
combinations. In conjunction with other manipulations, cuing might

affect processing at several loci in the memory system. In the context

75




of this section, it.is impoertant  to.note.that. culng may.be. viewed as
introducing - temporal wvariables whose effects  become. confounded with
organizational factors manipulate_d by the -experimenter.. Because of the-
many -complexities dnvolved in experiments. using cues, extreme caution
should-be ‘exercised in. interpreting their results. Teo- often, results
from such experiments are cited as evidence for a particular thesis when
a more careful-analysis: indicates that any number of factors ‘may be

producing the effects.
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Concluding Remarks

We began this chapter by describing an idea currently popular in
cognitive psychology: there is a "pure' compdnent of the memory system,
referred to here as fact retrieval, which serves ‘as a. substrate for

~higher-order processes requiring information stored in memory. Relying
on certain intuitive ideas, we considered how fact retrieval could be
experimentally - isolated from: aspects of vremembering that involve
inference - and problem solving. This discussion was intended to
demonstrate why the methodology and paradigm develeped by Sternberg
(1966,_ 1969a, ~ 1969b) "have Dbéen widely used to investigate' fact
- retrieval, -
Subsequently, we described some of the' theoretical comstructs
“adopted in models of fact retrieval and illustrated the -types of results
" cited to argue for their wvalidity.' We especially stressed the  1dea of
directed and non-directed search processes and the experimental
procedures designed -te.  discover their vrespective roles” 1In fact:
“retrieval.

Finally, we presented a more detailed evaluation of hew temporal
variables (e.g., manipulations of recency and frequency information)
“influence fact retrieval. Rather than summarize this discussion, we
‘want to mention briefly its relevance to the prior sections. It seems
clear that temporal variables can be-a major determinant of performance
in tasks intended to study fact retrieval; they ‘provide a basis for
alternative inferential -mechanisms teo. play a role in responding to

certain types of probes, increasing the difficulty of using behavioral.
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data to. infer the nature of fact retrieval processes per se. In
addition, experiments designed -to investigate the effects of perceptual
,and‘_semantic;.organizationsu on fact retrieval. often confound these-
factors with temporal variables, .so that the models proposed for: these
.effects may reflect .incorrect.assumptions about memory structure and
processing. .

Developments like the. . additive factors method deseribed by
. Sternberg (1969a) have -enabled information processing theorists . to make
more definitive statements about.the relations between task variables,
performance, and.. hypothesized memory structures and- processes. The
extensive research. and theory of Anderson and Bower: (1973) for sentence
memory alse have contributed toward understanding how certain data bases.
.are structured and.searched. In general, descriptions of structures and
- processes In  fact retrieval -models have become more detailed,.  with a
- corresponding increase in the complexity of research designed to, resolve
~questions about alternative formulations,

Unfortunately, there.  are limitations  on. the complexity . of
behavioral expériments; for example, only. a limited number of factors
.can- be manipulated - in.an experiment if there.is to_ be .sufficient data.
~for hypethesis testing and model, fitting, Explanations and models .for
experimental . results, therefore,  sometimes include strong assumptions

_ that are net necessarily dictated by those results;. consequently, such

. .assumptiens are not always accepted by other theorists, In .some cases,

theoretical analysis seems to have transcended our ability to define
. experimental situations that permit K us to select from among opposing

. theories. Im particular, different fact retrieval models. may.involve
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trade~offs between the complexity of :structure and the complexity of
process that they postulate; one model may explain data with simple
. structure and complicated processes, whereas an alternative model ‘may
_ipvolve more complicated strqcfure, but .simpler processing. It is
probably fair to conclude that'While tﬁere‘is considerable data relevant.
to a fact retrieval analysis. of memory, there are a bewildering number
of alternative models fér these results With no unequivocal basis at

present for selecting among them,
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